Create Your Own Adventure! R Commander (Rcmdr) & Statistics Worksheet

1. OpenR (i.e. Rx64 3.3.2) in your computer
2. Load R Commander by typing: library(Rcmdr) on your R console

R R Console (64-bit) o 0 %
File Edit Misc Packages Windows Help
R i=s a collabkorative project with many contributors.

Type 'contributors()' for more information and
'citation()"' on how to cite R or R packages in pubklications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'"help.start()' for an HTML browser interface to help.
Type "g()'" to guit R.

[Breviously saved workspace restored]

> library (ERcmdr)

3. By now you should be active in R Commander window

R R Commander - o x
File Edit Data Statistics Graphs Models Distributions Tools Help

JR  Dataset:| | <Noactive dataset>| | / Editdata set| | View dataset| Model: | 2 <No active model>

RScript |R Markdown

Output L Submit

Messages

[12) wotE: R C Version 2.3-2: Fri May 12 01:44:47 2017

4. Load your dataset into R, for example: satisfaction.xlsx by clicking on menu Data > Import data > From Excel
file...

‘R R Commander

File Edit Data Statistics Graphs Models Distributions Tools Help

New data set... it data set || ] View dataset| Model: | £ <No active model>
Load data set...
Merge data sefs..
from text ile, clipboard, or URL...
Data in packages > from SPSS data set...
Active data set > from SAS xport file...
Manage variables in active data set » from Minitab data set...
‘} ) from STATA data set...

from Excel file...

5. After loading your data, you can check your dataset by clicking = Vie data set



1.

Start here...

Do you have more than one question assessing the same construct (e.g., Satisfaction with Life Scale has 5
questions, all intended to assess life satisfaction) 2 Go to 1. Data Processing

Are you trying to describe the characteristics of your sample? = Go to 2. Descriptives

Are you trying to test hypotheses? < Go to 3. Hypothesis Testing

Data Processing

Are any of your items supposed to be reverse coded? If NO 2 Goto 1.1. If YES 2 Go to 1.2
Are you trying to calculate internal reliability for your survey measure? 2 Goto 1.3

Do you need to create grouping variables out of a continuous variable? 2 Goto 1.4

1.1. Create a new variable by making the average of all the items in your scale.
Example: swls = (swis1 + swis2 + swis3 + swis4 + swis5)/5
Data = Manage variables in active data set > Compute new variable...

R R Commander

File Edit Data Statistics Graphs Models Distributions Tools Help

New data set...
Load data set...
Merge data sets...

it data set || |©) View dataset| Model: | Z <No active model>

Import data » PE, @@=, SOEeL— - SuUs_oLroupUaia,
Data in packages » ) o
. ta, =age+ecltime 3+eiltime_3)
Active data set » Cuonorl22 (Normlosdalostiafs arion,x1sx" N
Manage variables in active data set » Recode variables... ns",
Compute new variable...

stringshsFactors=IRUE)
‘ Add observation numbers to data set
Standardize variables...
Convert numeric variables to factors...
Bin numeric variable...

Output
Reorder factor levels...

Drop unused factor levels...
> mydata <- readXL("C:/Use

+ rownames=FALSE,

Data.xlsx",

Define contrasts for a factor... Datar,

header X
+ stringsAsFactors=TRUE) Rename variables...

Delete variables from data set ...

In “New variable name” box, type your new variable name.

* R is case sensitive, be careful in typing the variable name or any command

In “Expression to compute” box, type (or double click) variables you want to average = in between each
variable name type + - at the start and end of your variables in the box, type () = type / = type the total
number of variables you have in this scale = press OK

R Compute New Variable X

Current variables (double-click to expression)
Gender [factor] ~

W

New variable name

swls

@ Help

Expression to compute

|(5wlsl + swls2 + swls3 + swls&|

<

;3} Reset w Cancel

>

-
7 Apply




You should see the new variable swls: N

‘R Dataset - ]

swlsl swls2 swls3 swls4 swlsS traitl trait2 trait3 trait4 traitS swls

IMPORTANT: This new variable you created will be the one you use in your hypothesis testing, not the
individual items.

. Reverse code the items you need to have reverse coded
Example: for a 1-7 scale in variables trait1 and trait3, recode: 1=7, 2=6, 3=5, 4=4, 5=3, 6=2, 7=1

Data = Manage variables in active data set 2 Recode variables...

‘R R Commander
File Edit Data Statistics Graphs Meodels Distributions Tools Help
New data set...
e datas it data set | | | ©) View dataset| Model: | £ <No active model>
Load data set...
Merge data sets...

Import data } Bld, —AQETECILINE STEiiCilie_3)
Guestl23/Downloads/satisfaction.xlsx",
UE, na="", sheet="jobperceptions",

Recode variables... 1=4 + swls5)/5)

Compute new variable... dls4 + swls5)/5)

Data in packages 4
Active data set 4

Manage variables in active data set »
Datasetfswls <- with(Datasg
Add observation numbers to data set
Standardize variables...

Convert numeric variables to factors...
Bin numeric variable...

OQutput

Reorder factor levels...

Drop unused factor levels...
> mydata <- readXL("C:/Use Defi trasts f fact Data.xlsx",
+ rownames=FALSE, header INe CONasts [ora factor... Data",

+  stringsAsFactors=TRUE) Rename variables...

Delete variables from data set ...

In “Variables to recode” box, you can choose multiple variables e.g. click variable traitl and Ctrl + click trait3 >
In “New variable name” box, you can type: reverse_ >

Because we want these variables to be numeric, uncheck the box “Make (each) new variable a factor” >
In “Enter recode directives” type:

1=7 click ENTER

2=6 click ENTER

3=5 click ENTER

4=4 click ENTER

5=3 click ENTER

6=2 click ENTER

7=1

=>» Click OK

‘R Recode Variables X

Variables to recode (pick one or more)

v

New variable name or prefix for multiple recodes: [reverse_

[ Make (each) new variable a factor

Enter recode directives

-

[l
R
>

CETETES
[
W oo

v

@ e 4 Reset 9 Cancel | @ pply




You should see the new variables reversemse_trait&

‘R Dataset [m]

wls4 swlsS5S traitl trait2 trait3 trait4 trait5 swls everse traitl reverse trait3

Now, go to = 1.1. to create your new variables.
1.3. To calculate internal reliability/Cronbach’s Alpha

Statistics> Dimensional analysis = Scale reliability

‘R R Commander
File Edit Data Statistics Graphs Models Distributions Tools Help

Summaries 4 . . .

. ] ‘ / Edit data set ‘ ‘ [@; View data set‘ Model: | £ <No active model>
Contingency tables » =
Means L4
Proportions 4 CasEr, 1
Variances 4 e_trait3, '1=5 2=4 3=3 4=2 5=1; ;', as.factor.resul!
Nonparametric tests »

Dimensional analysis » Scale reliability...
. P . : 4=2 ; 5=1; : :° fact
Fit models 4 Principal-components analysis... ;4=2 ; 5=1; ¢ ', as.fac

Factor analysis...

Confirmatory factor analysis...

Cluster analysis 4

Pick variables you want to test:

Example: Click swils1 =2 Ctrl + click swis2 =2 Ctrl + click swis3 = Ctrl + click swis4 = Ctrl + click swis5 =2 OK

‘R Scale Reliability X
Variables (pick three or more)
swis ~
]

@ Help % Reset &7 oK x Cancel ﬁ Apply

Important values to note: Cronbach’s Alpha

1.4. Creating a 2-level grouping variable (dummy coding)

Example: Group scale 1-7 into: Low (1-4), High (5-7) would be (1="low”, 2="low”, 3="low” , 4 =" low”);
(5="high”, 6="high”, 7="high”).

Data = Manage variables in active data set 2 Recode variables...



R R Commander
File Edit Data Statistics Graphs Models Distributions Tools Help

New data set...
e data = it data set ||} View data set| Model: ‘ Z <No active model>
Load data set...

Merge data sets...

Import data )} Bld, —GUETECILINE STELILiLimE_3)
Data in packages » Guestl23/Downloads/satisfaction.xlsx",
I s E, na="", sheet="jobperceptions",
Manage variables in active data set » Recode variables... 1s4 + swls5)/5)

Datasetiswls <- with(Datasg Compute new variable... d1s4 + swls5)/5)

Add observation numbers to data set
Standardize variables...
Convert numeric variables to factors...
Bin numeric variable...

Output
Reorder factor levels...

; Drop unused factor levels...
> mydata <- readXL("C:/Use .

+ rownames=FALSE, header i G iess e o Ea e Data",
+  stringsAsFactors=TRUE) Rename variables...

Delete variables from data set ...

Data.xlsx",

In “Variables to recode” box, click variable traitl =

In “New variable name” box, type: recoded_ >

Because we want these variables to be factor, check the box “Make (each) new variable a factor” >
In “Enter recode directives” box, there are 2 ways to type, first:

1,2,3,4="Ilow” click ENTER

5,6, 7 ="high”

OR you can type:

1:4="low” click ENTER
5:7="high”

Click OK

‘R Recode Variables X

Variables to recode (pick one or more)
age ~
Gender

recoded

swis1

swls2

swis3 v

New variable name or prefix for multiple recodes:

Make (each) new variable a factor

Enter recode directives
1:4="low"
5:f="nignn

& Hep 4 Reset 9 Cancel || @ Apply

2. Descriptives
Is your variable continuous? If YES = Go to 2.1 Means and Standard Deviations. If NO = Go to 2.2 Frequencies

2.1. Means and Standard Deviations: This is for continuous variables ONLY (e.g., age)
Statistics 2 Summaries 2 Numerical summaries...



2.2.

‘R R Commander
File Edit Data Statistics Graphs Moedels Distributions T

m Active data set ﬁ

Contingency tables P =
P Means 4 Frequency distributions...

Proportions » Count missing observations .
Variances 4 Table of statistics... =
MNonparametric tests » Correlation matrix... Wt
Dimensional analysis ¥ Correlation test...
Fit models 4 Test of normality... s

=>» Pick the variable you want to choose, e.g. age

‘R Numerical Summaries X

Data Statistics

Variables (pick one or more)

swls5 v

Summarize by groups...

‘ @Help ‘ @Q Reset ‘ J OK | * Cancel

‘ ﬁApply ‘

=>» Select what statistics you want to compute in “Statistics” tab = click OK

‘R Numerical Summaries X

Data Statistics

Standard Deviation

[ Standard Error of Mean

Interquartile Range

[ Coefficient of Variation

[J Skewness O Type 1

[ Kurtosis @ Type2
O Type3

‘ @Help ‘ % Reset ‘ J oK | x Cancel ?;Apply ‘

Important values to note: Mean, Standard Deviation {ADD DISTRIBUTION PLOT}

To add distribution plot: Graphs... = Histogram

Frequencies: These are for categorical variables ONLY (e.g., gender, class standing)
How to run frequencies (counts/percentages):
Statistics 2 Summaries = Frequency distributions...

‘R'R Commander

File Edit Data  Statistics Graphs Models Distributions Tools Help

Active data set

= . . @ Model: | £ <No active model>
Contingency tables » Numerical summaries...

Means 8 Freuency ctrbotions.. |

Proportions 4 Count missing observations

Variances 4 Table of statistics... ads/satisfaction.x1sx", rownames
Nonparametric tests » Correlation matrix... in, na.rm=TRUE))

Dimensional analysis * Correlation test...

Fit models 4 Test of normality...

ean”, "sd"., "IQR". "quantiles").



=>» Pick the variable you want to choose, e.g. gender = click OK

R Frequency Distributions X

Variables (pick one or more)

[] Chi-square goodness-of-fit test (for one variable only)

@Help “;3, Reset 3¢ cancel FV Apply

Important Values to note: Frequency, Percent

3. Hypothesis Testing
Do you have more than one predictor variable that you want to account for in one single analysis? If Yes 2 Go to 4.
Multiple Regression. If No, keep reading below.
Is your independent variable (or predictor) categorical? (e.g., condition, gender, class year). If YES = Go to 3.2
Categorical Predictors. If NO, it’s continuous = go to 3.1 Continuous Predictors

3.1. So your predictor/independent variable is continuous. Is your dependent (or outcome) variable also
continuous? If YES = Go to 3.1.1 Correlation. If No = Go to 3.1.2 Logistic Regression

3.1.1. Correlation (both predictor and outcome = continuous)
Statistics 2 Summaries = Correlation test..

R R Commander
File Edit Data Statistics Graphs Models Distributions Tools Help

Active data set
taset| Model: | £ <No active model>
Contingency tables » Nurmerical summaries...
F Means 4 Frequency distributions...
Proportions 4 Count missing observations
Variances 4 Table of statistics...
Nenparametric tests » Correlation matrix...
Dimensional analysis * Correlation test...
= X " =5ty
Fit models 4 Test of normality... e="frequency”, breaks="Sturge
e="frequency"”, breaks="5turge

Important values to note: Pearson Correlation (r) and Sig (p value).

3.1.2. Logistic Regression (predictor continuous, outcome = categorical, with two levels/choices)
Does your outcome variable have more than 2 levels? If YES = go to 1.4 Creating a two-level grouping
variable. If NO, keep reading below.
Statistics = Fit models = Generalized linear model..

R R Commander

File Edit Data Statistics Graphs Meodels Distributions Tools Help
[

Summaries 4 § - (P ——
| . “ Edit data set | ©} View data set| Model: | £ <No active model>
‘ Contingency tables » = e -

Means »

Proportions 4

]‘ Variances 4 ge, groups=Gender, scale="frequency", breaks="Sturges",
MNonparametric tests » 2ge, groups=Gender, scale="freguency", breaks="Sturges",

Dimensional analysis » taset, {

Linear regression T="high"', as.factor.result=TRUE)

Linear model...
Multinomial logit model...
Ordinal regression model...

Output

Enter your categorical dependent variable in the dependent box = Enter your continuous predictor in the
predictor box = Select Family “binomial” = Link function “logit”



Example: dependent variable: Gender , predictor: swis

R Generalized Linear Model X

Enter name for model:| GLM.2

Variables (double-click to formula)

age A
Gender [factor]

recoded [factor]

swls

swis1

swis2 ]

Model Fermula

Operators (click to formula): | & || = . AT | S | T )
Splines;"PcrIyncmiaIs: ] B-spline natural || orthogonal | raw df for splines: |5 j
(select variable and click) spline polynomial | polynomial | deg. for pelynomials: |2 ﬁ
Dependent |Gender ‘ = |5W|5| 7 | @ Model formula
A, help
QO,"

Subset expression Weights

<all valid cases> |<no variable selected> V|

Family (double-click to select)
< gaussian
oisson
Gamma
inverse.gaussian

quasibinomial
quasipoisson

@ Help 5;3) Reset w Cancel FV Apply

Important values to note: Beta, Std Error, df, Sig (p value).

3.2. Categorical Predictors. So your predictor/independent variable is categorical. Is your dependent (or outcome)
variable continuous? If YES = Go to 3.2.1 T-Test/ANOVA. If NO = Go to 3.2.2 Chi-Square

3.2.1. T-Test/ANOVA (Predictor is categorical, outcome is continuous)
Does your predictor variable have more than two conditions or groups (e.g., freshmen, sophomores,
juniors, seniors)? If NO 2 Go to 3.2.1.1 T-Test. If Yes = Go to 3.2.1.2 ANOVA

3.2.1.1. T-Test (Two conditions/groups/sets of variables). Are you trying to compare two different
groups of people? If YES & Go to 3.2.1.1.1 Independent Samples T-Test. If NO, I’'m trying to compare
one person’s responses on two different sets of questions 2 Go to 3.2.1.1.2 Paired Samples T-Test

3.2.1.1.1. Independent Samples T-Test (are the means between two groups different — between
groups design)
Statistics 2 Means = Independent Samples T-test >



‘R R Commander
File Edit Data Statistics Graphs Meodels Distributions Teols Help

Summaries 4

jon | |/ Edit dataset [ View dataset| Modek: | % <!

Contingency tables »

Single-sample t-test...

Proportions L Independent samples t-test...

='two.sided', coni

Variances r Paired t-test...
. Documents/R lab/Cc
Monparametric tests * One-way ANOVA...
Dimensicnal analysis * Multi-way ANOVA... Fception) )
Fit models r
t.TESt (Derceprionsdress, perceptionfsexiness)

Define Groups (categorical) 2 Response Variable (continuous)

| “R Independent Samples t-Test X

Data Qptions

Groups (pick one) Response Variable (pick one)

‘@Help‘ ‘ %ResetH o oK HxCancel

‘ F’ Apply ‘

On “Options” tab, set the equal variance assumption (or not) 2 OK

‘R Independent Samples t-Test X

Data Options

Difference: Sexy - Neutral
Alternative Hypothesis  Confidence Level / Assume equal variances?

® Two-sided

() Difference < 0
(O Difference> 0

‘@Help‘ ‘ %Reset“ J’OK HxCancel

‘ & Apply ‘

Important values to note: t, df, sig (p value), mean, std. deviation

3.2.1.1.2. Paired Samples T-Test (within-groups design)
Statistics = Means = Paired t-test

‘R R Commander
File Edit Data Statistics Graphs Models Distributions Tools Help

Summaries >

Conti bles > | Edit data set | [ View data set|  Model:[ 2 <No active model»

Single-sample t-test...

»

Proportions Independent samples t-test...

Paired t-test... fluency)

One-way ANOVA...

Multi-way ANOVA... tistics=c("mean", "sd", "IQR", "guantiles"), guantiles=c(0,.25,.5,.75,1))
Fit models » Fspanfiuency™], statistics=c("mean", "ad"))

Variances »
Nonparametric tests »
Dimensional analysis »

Pick first variable (before) and second variable (after) = click OK



‘R Paired t-Test X

Data QOptions

First variable (pick one) Second variable (pick one)

‘@Help ‘ ‘ Q)Reset H JOK | xCanceI ‘ﬁApply

Important values to note: t, df, sig (p value), mean, std. deviation

3.2.1.2. ANOVA. So your predictor variable has more than one level/group.
Check the categorical variable (e.g. race) has been set as factor, by typing:

‘R\_.' Data set: Dataset ‘ L/ Edit data set‘

R Script R Markdown

Eil View data set

class (Datasetirace)

Click “Submit” | “#*™ | button

If the variable hasn’t been set as factor, change it by clicking Data = Manage variables in active
data set = Convert numeric variables to factors:

‘R R Commander
File Edit Data Statistics Graphs Models Distributions Tools Help

|5} View dataset|  Model: IZ

New data set...
Load data set...
Merge data sets...

it data set

Import data 4
Data in packages »
Active data set »

Manage variables in active data set » Recode variables...
Compute new variable...
Add observation numbers to data set

Standardize variables...

Convert numeric variables to factors...

Output Bin numeric variable...

Other Drop unused factor levels...
Define contrasts for a factor...

Reorder factor levels...

> Anova (AnovaModel.g, type
Znova Table (Type III test

Rename variables...

Delete variables from data set ...

Next, set the default contrast in R to helmert, by typing in the command box =
R Script R Markdown

options (contrasts = c("contr.helmert™, "contr.poly™))




OR

Data = Manage variables in active data set = Define contrasts for a factor...

‘R R Commander

File Edit Data Statistics Graphs Models Distributions Tools Help

New data set...
Load data set...
Merge data sets...

it data set | () View data set|  Model:| 3 <No active model>

Import data 4
Data in packages »
Active data set 4
Manage variables in active data set *

ol "

Recode variables...

} {contrasts(DatasetlS$year

Compute new variable...

} Add observation numbers to data set
Standardize variables...

Convert numeric variables to factors...
Bin numeric variable...

Output
Reorder factor levels...

htelligence, groups=year, statistics=c("mean",

"sd")})

> summary (AnovaModel.2) Drop unused factor levels...

Df Sum Sg Mean Define contrasts for a factor...

vear 3 16.1 5. Rename variables...

Residuals 62 505.5 g Delete variables from data set ...

‘R Set Contrasts for Factor X

Factor (pick one)
Gender

ear
Contrasts
(O Treatment (dummy) contrasts

Qs

ntrasts

O Polynomial contrasts
() Other (specify)

‘@Help ‘ | o oK H ¢ cancel

Next, conduct ANOVA: Statistics 2 Means = One-way ANOVA...

Help

] ‘ /" Edit data set ‘ ‘ |5}, View data set‘ Model:

‘R R Commander

File Edit Data @ Statistics Graphs Models Distributions  Tools
Summaries »

| Contingency tables »

Single-sample t-test...
»
b

Proportions

Independent samples t-test...
Paired t-test...

One-way ANOVA...

Multi-way ANOVA...

Variances
MNonparametric tests »
Dimensicnal analysis *

Fit models

dl

Don'’t forget to tick the “Pairwise comparisons of means” box for Tukey Comparison

‘R One-Way Analysis of Variance

Enter name for model: |AnovaModel.13

Groups (pick one) Response Variable (pick one)
Gender ~
ear
v

X

‘@Help ‘ ‘ ﬁReset H JOK H xCanceI

‘ F’Apply ‘

Important values to note: F, df, Sig (p value). If p < .05, check Tukey multiple comparisons for

which groups are significantly different.



3.2.2. Chi-Square (Both predictor and outcome are categorical)
Statistics = Contingency tables - Two-way table...

R R Commander

File Edit Data Statistics Graphs Models Distributions Tools Help

B l
Summaries LN 5|

[ Means L Multi-way table...
Proportions L Enter and analyze two-way table... SWiss T Swise T SWISS)7S
Variances ¥ |~ swls, family=binomial (logit), data=Dataset)

Nonparametric tests »
Dimensional analysis Exponentiated coefficients ("odds ratios")
Fit models L4

Put your predictor in the row box = Put your outcome in the column box 2>

R Two-Way Table X

Data Statistics

Row variable (pick one) Celumn variable (pick one)
Gender
race
ear ear
Subset expression

<all valid cases>

@ Help <§ Reset x Cancel F’" Apply

You can set the output from Chi Square Hypothesis Tests on Statistics tab

R Two-Way Table X

Data Statistics

<

(O Column percentages

O Percentages of total

(®) No percentages

Hypothesis Tests

Chi-square test of independence
[[] Components of chi-square statistic
[ Print expected frequencies

[ Fisher's exact test

@ Help % Reset x Cancel F" Apply

Important values to note: Pearson Chi-Square Value, df, Asymp Sig (p value).

Multiple Regression: (IMPORTANT: Outcome variable is continuous in this analysis. If your outcome is categorical,
you will need to go to 3.1.2 Logistic Regression).

Are all of your predictors continuous? IF YES> go to 4.1 Analyzing Multiple Regression. If NO = go to 1.4 Creating a
2-level grouping variable. When done with this 1.4, you can come back to 4.1.



4.1. Analyzing Multiple Regression
Statistics = Fit models = Linear regression =

‘R R Commander
File Edit Data Statistics Graphs Models Distributions Tools Help

Si i 4 S -
ur'mfnarles :I " Edit data set E@,l View data set‘ Model: | £ <No active model>
Contingency tables » =

F Means 4
Proportions . Dumivs: v )

Variances b ted)

MNonparametric tests * | components:i\n")
tresiduals"2, 2))

Linear regression...

Linear model...

Dimensional analysis *

Generalized linear model...
Multinomial logit model...

Ordinal regression model...

[enter dependent variable into response box] = [enter predictor variables into explanatory variable(s) box] 2
click OK

‘R Linear Regression X

Enter name for model:|RegModel.1

Response variable (pick one)  Explanatory variables (pick one or more)

Subset expression

<all valid cases>

F’ Apply

‘ @Help ‘ é) Reset H J oK | x Cancel

Important values to note in Model Summary: R, R Square, Adjusted R Square; in ANOVA box: F, df, Sig (p value).
in Coefficients box: Beta, Std. Error, Sig for each of your variables (ignore constant).



